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ABSTRACT

The aim of our study is to improve the reliability the software, in this study we have implemented
some of the data mining techniques to improve thitware reliability they techniques used are thechiiae
learning intelligence those techniques are the alenetwork and enhanced support vector machinethas
reliability of the software is main important inetlsystem to avoid attacking the systems, we hawentaome
real data for training the system from KDD then lerpented it to train the system and define alldttacks that
may occur from any existing software that runningthe systems or coming through the network or fitbm
internet, by the use of the windows logs that epist-defined in the windows we can read all evertuoring in
the system as the system has to report the eveotsring in the machine, by monitoring the logs amalyzing
with the help of the machine learning algorithmghaf NW and ESVM we get the results of what arentbieamal
process and the attacks process and which typttamka. we have been using both of the data miténgniques
to define the attack’s type usually the results go¢ was almost same in neural network and ESVMh8lg
littlemore accurate and efficient while using th&\BM, we have implemented and experimented bothhef t

techniques in dot net software using C# language.

KEYWORDS: Data Mining Techniques, SE Include Generalizati@naracterization, Classification, Clustering,

Associative Tree, Support Vector Machines
INTRODUCTION

Data mining is the process of extracting usefuhda knowledge from a scattered data and it enspl@yious
analytic tools to extract patterns and informaticom large datasets. Today, large numbers of destase collected and
stored. Human are much better at storing ratheraetitg knowledge from it, especially the accuratel valuable
information needed to create good software. Laajasits are hard to understand, and traditionlahigges are infeasible
for finding information from those raw data. Dataning helps scientists in hypothesis formation hygics, biology,
chemistry, medicine, and engineering. There aredi®ps of data mining, data integration, data éggrdata selection,
data transformation, data mining, pattern evalmatod knowledge presentation. Data mining techmighat can be
applied in improving SE include generalization, reftéerization, classification, clustering, assae@tree, decision tree or

rule induction, frequent pattern mining.
Software Reliability

Reliability of the software is the ability of amputer program to perform its intended functiond aperations in

a system's environment, without experiencing failigystem crash).
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100 Nadhem Sultan Ali Ebrahim
IEEE 610.12-1990 defines reliability as "The apilbf a system or component to perform its requitetttions
under stated conditions for aspecified period ogtl'
Using these definitions, software reliability isnaprised of three activities:-
» Error prevention
» Fault detection and analysing.
» Measurements to maximize reliability.
When it comes to reliability we have to mentiomsoaspects
e  Scalability

It is defined as how the application or the sofewscales with increasing of the workload and gbdf a system,

a network, or a process to continue to functiorl,wéhen it is changed in size or volume in ordemiget a growing need.
*  Durability
Durability is the time duration of the softwarenet its performance requirements.
» Sustainability
Capable of being continued with minimal long-terfieet on the environment.
»  Stability
The software being capable to be stable as loiitgsstill there.
TECHNIQUES USED

We have used two popular strategies for supentesohing and classification, most the researchgai those

data mining techniques, the first techniques NeNedivork and the second is Support vector machine
Neural Network

NN is an information processing paradigm thanspired by biology nervous system, it is composkd large

number of highly interconnected processing elemeaited neuron.
We have selected neural network because of ilisyatioi derive meaning from complicated or imprecgata.
In this techniques we have used four modules

Activation Functions
In this module there are four functions

» Bipolar Sigmoid Function

It is an activation function the range of its auttfs [1, -1]
F(x) =2/ (1+exp (-alpha * x))-1

« Activation of Function Interface
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Used for all the activation functions, which uséhwneurons to calculate their output as functibweighted sum
of their inputs.
» Sigmoid Activation Function
Represented by the expression
F(x) =1/ (1+alpha (-alpha * x)).
Output range is [1, 0].
» Threshold Activation Function
This class represented by the expression
F(x) = 1, if x >= 0, otherwise 0
Output range [0, 1].
Layers
This class is scattered into three modules
» Activation Layer
The purpose of this layer is to activate the nesiibis used in multi-layer neural network.
« Distance Layer
This layer is for distance neurons, it is singlgdr of such network
Elastic net, Kohonen self-organizing map.
* Layer
» This base neural network layer it represents ciile®f neurons.
Learning
Learning is the main module of the neural netwedtnique
Here are seven learning of neural network we used
» Back Propagation Learning Algorithm
It is used widely for multi-layer neural networkining.
e Delta Rule Learning Algorithm

Here when the activation Neurons in the neuralvogk is being this method used to train one layehe neural

network.
» Elastic Network Learning
It concern to train the data in the distance nétwdhen couples of computers are connected thrthegnetwork.
e Supervised Learning

Impact Factor (JCC): 3.1323 Index Copernicus Value (ICV): 3.0
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When the desired output is already known in tlenmg stages, the system should adopt its intetoeabroduce
the correct answer or close to the correct.
* Unsupervised Learning
It used when the output still not known in therteag stage, so the system will calculate the ouiymsed on the
existence samples which was provided in dataset.
» Perceptron Learning

The learning here used to train one layer on hetavork of the activation
Neurons with the existing of the threshold.

» Kohonen Self Organizing Map

This class purpose is allowing to train the distanetowrks.

Networks

In the networks module we have three modules wliigly considered the activation of the network o t
distance network, based on multi-layer neural ngtwath activation function and activation layers.
Neurons

Neurons modules concern about the activation msuveeighted sum of inputs and it adds the threstaldes
and then applies activation function. And anotheduie is about distance neuron, computes its ogtpdistance between

its weighted and inputs.

Support Vector Machine

SVM has been developed in the reverse order taévelopment of neural networks, it evolved frora gound
theory to the experiments and implementation, wifile NNs followed more heuristic path, from apgiicas and
extensive experimentation to the theory."Wang (200f%e SVM adjusts the degree of nonlinearity auticaly during

training, it is popular strategy method for supsed machine learning and classification.

Separating maximum margin hyperplane whose paositsodetermined by maximizing its distance from the

support vectors is the fundamental feature of SVM.
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It is useful tool for classification, in versusneural network each input of training data setdrdg one classifier

output as shown in the figure above, then it combithe output together and test it and take agifedidecision.

In ESVM module we have

* Learning Module Which Contains
*  Support vector machine the common interface thed éisr Support Machine Vector learning algorithms.
»  Sequential Minimal Optimization (SMO) Algorithm.
e Sequential Minimal Optimization (SMO) Algorithm f&egression.

e Sparse Kernel Support Vector Machine (kSVM).

e Sparse Linear Support Vector Machine (SVM).
We have used two type of testing phase to do therarental work

The first one is with training data available re tdataset which contain 1000 of records availabkady in the

Microsoft access database which we collected fradDKCUP1999

And the second one is based on live data whichmeaitor through the network packets with the hefp o

WinPcapto capture the packets coming and goingeamétwork.

Using both techniques we got nice results for p&tBVM is slightly more accuracy and efficiency quare to
neural network.

Sequence Diagram

Query by User

Resource Monitoring

Processing

‘ Network Interface ‘

‘ Intrusion ‘

Detection

Handle

| End Result |

Figure 2

In the above sequence diagram it is explainedipri®ow the scenario of capturing errors of thetwafe and
intrusion that exist in the system.

Starting from the query by the user in front of thonitor who give order by processing applicatioen to the
network interface there the detection can be haggband handle
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In the experimental work three protocols were UB€®, ICMP and UDP.

Types of Attacks
Normal, Multihop, Snmpgetattack, Snmpguess, Tegdddpstorm, Apache2, Buffer_overflow
ftp_write, guess_passwd, httptunnel, imap, laoddimodule, mailbomb, mscan, nhamed, Neptune
Xlock, Xsnoop, Xterm, Nmap, Perl, Phf, Portsweemcesstable, Ps, Rootkit, Saint, Satan, Sendmail
Sqlattack, Warezmaster, Worm, Ipsweep, Pod, Smurf.

Block Diagram

I Network |—.I Packet I

Y
I Preprocessor I

e |
Y

_.I Training I—bl Classifier |

A J

¥
Knowledgebase I Devinion I

Figurel. Block diagram of system overview

Figure 3
Briefly in the block diagram explained how the gees of the proposed system works

In the network layer many packets goes in andirotite system, we preprocess the packets usintgttmique
proposed system and identify its feature and moimal packet or intrusion packet using the tragjramd the knowledge

base database and finally take decision to allote dtock it.

We have used significant techniques for improving software reliability and both the techniques asable

nowadays and many of the research is done on them.
The entire experimental work was done using Misfiogisual studio 2010 in C#.
Two Techniques
The Process of Experimental Work
* Load the training dataset.

In the training dataset we got the data alreadynfKDD1999 we organized it to be used in the profec the

experimental work.

» Set the rules for each selected dataset.
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¢ Identify the classifier.
&% SOFTWARE RELIABILITY SYSTEM =1 3

LOAD TRAINING DATASET

protocol_type service src byles  dstbytes land
— 5

wrong fragn
tetnet 137 3

teinet 2615
teinet 2458

teinet 2458 SUPPORT
telnet 12615

CLASSIFIER CONSTRUCTOR

Figure 4

¢ Find the classifiers after completing the uploading training dataset we can see all the classifier have set
rules for.

e Testing phase in this step there are two choicgemerate test data.
o Ready data which already exists in the database.

0 Live data where to monitor the data coming throtighnetwork.

L - o .

Network adapter 'Realtek PCle FE Family Controller’ on local | v
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Roc Stats.

Figure 5

¢ Attack detection, in this phase there are the sehitiques we used

Neural Network
Support Vector Machine

¢ Find the ROC (Receiver Operating Characteristaf@r the attack detection in either technique am check the
ROC of the technique.

« Draw the graph to represent the attack types.
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Figure 6

Detectin the attack comes positives when we usdyrdata but only one plot we get when we usedata as the
attack type is normal and it depends on the systbather it is free of intrusion or no.

Detecting the attack

First step is to train the system by uploadingtrg dataset.

Test Cases

Table 1

Test number Test Tittle Expected Results Results
Start the application | Login Form Authentication Successful | Pass
Load the KDD data sef Load Training Data | Load successfully all data setPass
Generate Test Data
Select Live data
Ready data set
Load the data set &
Generate test data

Neural Network
Enhanced Support | Implementation occurs Pass
Vector Machine

Testing Phase

Loading data should be

Pass
successful

Intrusion Detection Intrusion detection Examine| Pass

Implementation of
Algorithm

Before explaining about the techniques that were implaetwmould like to use those shortcut:

TP ————— Tiros Foadthw

2] —= Falus Poaitiom
™ ——p= Trmn Negasivem
N — = Faha Kegative

R — = Rasoshver Oipepting C horartssi tics
* Neural Network experimental results :-
The first test stage was on training data we asalyrom KDD

Table 2

100 Records Results
Using Neural Network
TP=35 FP=4
FN=8 TN=53
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Table 3

Sensitivity= 0.8242|  Specificity= 0.92!

Efficiency= 0.873

Accuracy= 0.8799

The second stage was on live data in cyber system

Table 4

TP=38

FP=4

FN=8

TN=50

Table 5

Sensitivity= 0.8202

Specificity= 0.921

Efficiency= 0.871

Accuracy= 0.875

Enhanced Support Vector Machine

In the ESVM technique the Experimental resultsgetusing ready data is:-

And Using the Live data

Impact Factor (JCC): 3.1323

Table 6

TP=47

FP=1

FN=3

TN=49

Table 7

Sensitivity= 0.9418

Specificity= 0.9706)

Efficiency= 0.9562

Accuracy= 0.9562

Table 8

TP=48

FP=2

FN=3

TN=47

Table 9

Sensitivity= 0.9471

Specificity= 0.9679

Efficiency= 0.9572

Accuracy= 0.957

107

Index Copernicus Value (ICV): 3.0



108 Nadhem Sultan Ali Ebrahim

Accurracy of NN and ESVM
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Figure 7

Using ESVM the accuradyetter than the Neural netwt

Specificity of NN and ESVM

06

specificity
°

04

03

02

0.1

1 3 5 7 9 11 13 15 17 19 21 23 25 27 29 31 33 35 37 39 41 43 45 47
processes
e SPECIfICITY NN o s peccificity: ESVM
ROC NN and ESVM

1
09
08
07

Sensitivity rate

14 7 1013 16 19 22 25 28 31 34 37 40 43 46 49 52 55 58 61 64 67 70 73 76 79 82 85 88 51 94 67 100
No of process

——NN ——ESWM

Figure 9
Here in the above screen shot shows the ROC ofrmathal network results and ESVM res

The ESVM ROC is higher than the ROC of the Neuedwork
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Table 10

INTRUSION DETECTION
FIND CLASSIFIERS

NN

12.051

109

Attacks are generated to servers and log filesarated for every 30 minutes, dataset are creaitbddifferent
types of attacks and log files are exists in thstesy form both we can identify types of the att&okn the behavior of the

software and monitoring the ports and the duratibeach connection,

We have used supervised learning algorithms ohtheal network and ESVM to detect the error aftgining
the system on the existence of the dataset defreed KDD or generate the live dataset on a livenamtions in the

Impact Factor (JCC): 3.1323
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network. Using the created dataset the derived i9BD or live will evaluate the performance of thechine learning

algorithms.
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